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On the use of PIPSA to Guide Target-Selective Drug Design
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In structure-based drug design, it is important to design com-
pounds to bind specifically and selectively to their macromo-
lecular target receptor(s). Binding to other macromolecules
that are similar to the target may result in adverse side effects
and should be avoided. The decision as to which macromolec-
ular target and which region of the target a drug should bind
to should therefore include consideration of the binding prop-
erties of related macromolecules. Herein, we show how PIPSA
(protein interaction property similarity analysis)[1–3] can aid in
surveying the interaction properties of structurally-related mac-
romolecules before embarking on detailed design towards a
chosen target site. This is illustrated by application of PIPSA to
dihydrofolate reductase (DHFR; EC 1.5.1.3).

DHFR is an essential and conserved enzyme in many species.
It takes part in folate metabolism and is important for thymi-
dine synthesis. It binds the cofactor NADPH and converts dihy-
drofolate (DHF) into tetrahydrofolate (THF). As a result of its
central role, DHFR is an important drug target and inhibitors,
such as methotrexate (MTX), trimethoprim, and pyrimetha-
mine, are used against cancer, bacterial, and parasitic diseases,
respectively.[4] A challenge in the application of DHFR inhibitors
as antibiotics is the occurrence of side effects. These may arise
from the binding of the compounds to human DHFR. On the
other hand, it may be advantageous for antibiotics to have a
broad spectrum of activity and to bind to several microbial
DHFRs. By way of example, we consider herein the selective
targeting of compounds to Candida albicans DHFR. Such com-
pounds would be particularly useful to treat common oppor-
tunistic infections in immunocompromised patients.[5] Al-
though known clinical drugs against DHFR show weak activity
against C. albicans,[5] potent, selective inhibitors of C. albicans
DHFR have been reported.[6,7] Their selectivity for C. albicans
versus human DHFR has been ascribed in part to differences in
protein–ligand hydrogen bonding. Such differences can be de-
tected by analysis of the protein electrostatic potentials.

PIPSA permits quantification of the similarity in the interac-
tion properties of homologous proteins and has been applied
to a variety of protein types.[3,8–11] PIPSA is available as stand-
alone software[12] but has recently been made available online
in the SYCAMORE webserver.[13] In the latter case, it is com-
bined in a workflow with automated protein homology model
building and electrostatic potential calculation. Herein, we
demonstrate use of the online PIPSA workflow for DHFRs from
different species.

In the first step of PIPSA, one crystal structure of DHFR
(human DHFR, Swiss-Prot identifier P00374) was chosen as a
template for homology modeling (Figure 1). All related DHFR

sequences for which kinetic data are available either in
BRENDA[14] or SABIO-RK[15] were then retrieved from Swiss-
Prot[16] and aligned to the template using CLUSTALW[17] and T-
COFFEE.[18] Based on the alignment, homology models were
generated automatically with Modeller.[19] For all protein
models that passed structure validation checks with Modeller
and WHATIF,[20] electrostatic potentials were calculated by solu-
tion of the linearized Poisson–Boltzmann equation using
UHBD[21] on a grid of 1 C spacing. For each pair of proteins in
the dataset, the potentials at corresponding grid points within
a region (“skin”) of 4 C thickness extending from 3 C away
from the protein surface were compared. Hodgkin similarity in-
dices (SI)[22] were calculated for each protein pair. The SI values
lie between 1 and �1, where SI=1 indicates identical, SI=0
uncorrelated, and SI=�1 anticorrelated electrostatic poten-
tials. The calculated relationships between the protein electro-
static potentials were displayed either as a color-coded matrix
of SI values using JMP6 (SAS Institute, USA) or as a dendro-

Figure 1. Schematic overview of the PIPSA workflow of sequence alignment,
automatic homology modeling, and computation of molecular interaction
fields and similarity indices (SI).
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gram generated by R[23] (Figure 2). In addition to comparing
the whole protein skins, SI values were computed for focused
regions centered on DHF or NADPH (Figure 1).

To check the robustness of the protein models and the SI
calculation, six crystal structures of phylogenetically distinct
DHFR enzymes (PDB codes: 1u72 (Homo sapiens ; animalia),

1rh3 (Escherichia coli ; bacteria/Gram-negative), 1aeo (C. albi-
cans ; fungi/ascomycota), 1dyr (Pneumocystis carinii ; fungi/asco-
mycota), 3dfr (Lactobacillus casei ; bacteria/Gram-positive), and
1j3i (Plasmodium falciparum ; alveolata/apicomplexa) were used
as template structures in independent runs. Although, the
alignments of the retrieved sequences to the different tem-

Figure 2. SI values for DHFR structures modeled on a human template structure (1u72, left color maps) are shown as dendrograms and color maps: whole
protein (top), DHF (middle), and NADPH (bottom) binding regions. The right-hand color maps show SI values for proteins modeled on the C. albicans tem-
plate structure (1aoe). The Swiss-Prot identifiers and corresponding species names are given as matrix labels. Models with no computed SI values and those
with partly incorrectly modeled structures are shown with gray rows and columns or marked in red, respectively.

414 www.chemmedchem.org G 2008 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim ChemMedChem 2008, 3, 413 – 417

MED

www.chemmedchem.org


plates were reasonable, the modeled structures showed varia-
tions in the backbone and side-chain positions. For example, in
some models, the side chain of an arginine in the active site
pointed in opposite directions (see Figure 3). Furthermore, due
to insertions or deletions, some loops were modeled without a
corresponding template sequence. Therefore, some of the
structures did not pass the WHATIF check and no SI values
were calculated in the automated workflow (gray rows and
columns in Figure 2). A manual inspection revealed further in-
correct parts, although most models showed a reasonable fold
in the focus regions. The problematic structures were still in-
cluded in the PIPSA analysis but are marked in Figure 2 with a
red Swiss-Prot identifier.

The three distance matrices computed using the human
DHFR structure as the template for protein modeling were
clustered and the species were arranged as shown in Figure 2
(left) (for simplicity, subtypes of E. coli DHFR, often MTX-resist-
ant, were removed). The SI values obtained using the human
(left) and C. albicans (right) DHFR structures as modeling tem-
plates are shown as color maps in Figure 2. The results are
shown for the whole protein (top), the focused DHF (middle),
and NADPH (lower) binding regions. Despite problems in mod-
eling loop regions and side-chain positions in some structures
(see Figure 3), the SI matrices derived for the three regions
using the human and C. albicans DHFR templates are quite
similar and comparable to those based on the E. coli, L. casei,
P. carinii, and P. falciparum DHFR templates (data not shown).
The color maps demonstrate the overall robustness of the
analysis towards the chosen template structures but also high-
light that, in some cases, not every sequence can be modeled
onto every structural template satisfactorily. It is recommended
to choose a suitable template closely related to the sequences
of interest and to check the modeled proteins manually.

Dividing the DHFRs of different species into four groups ac-
cording to the dendrograms suggests that, for the DHF bind-
ing region, phylogenetically related species occur in the same
clusters (kinetoplasida/bacteria ; E. coli ; animalia/actinobacteria;
plants/fungi). Clusters for the whole protein and the NADPH
binding region are more heterogeneous and, in the latter case,
not restricted to their evolutionary relationship (Figure 2 and
Table 1). However, in all three cases, the fungi DHFRs form,
either alone or together with the plant DHFRs, a distinct
group. C. albicans is always clustered in a different group from
human DHFR. It is interesting that the known selective C. albi-
cans inhibitors bind in the DHF site and extend to the NADPH
site which may allow them to exploit differences in the molec-
ular interaction fields of both sites.

To compare the PIPSA results with experimental data on
ligand binding, KM values for the cofactor NADPH and the sub-
strate DHF were collected from the literature. The experimental
values for the proteins vary indicating that they are highly de-
pendent on assay conditions (for example, KM values for DHF
and NADPH in human DHFR are reported as 0.032 to 2.8 and
0.16 to 9.1 mm, respectively). Nevertheless, the most reliable KM

values determined in low-salt concentration enzyme assays
around pH 7 were taken and are given in Table 1 and plotted
against each other in Figure 4 (right). After marking according
to the four clusters of the PIPSA analysis for the whole protein
(Table 1), a relation is revealed between the KM values for DHF
and their PIPSA clustering. Those in cluster W1 (Chordata, Ther-
motogae, and Protobacteria) have lower KM values and those
in cluster W2 (Ascomycota, Magnoliophyta, Proteobacteria, and
Actinobacteria) have higher KM values. The KM values of cluster
W4 (Euglenozoa) cannot be distinguished from those of cluster
W1. Focusing only on the DHF substrate-binding region (sym-
bols in Figure 4), a separation of the KM values of DHF into a

lower (cluster D1; kinetoplasida/
bacteria) and a higher range
(cluster D4; plants/fungi) was re-
vealed. PIPSA analysis did not
reveal a relation between KM

values for NADPH and the elec-
trostatic potential on the whole
protein or focused on the cofac-
tor region. This indicates that
other properties underlie the dif-
ferences in KM values for NADPH.

Most of the reported QSAR
models for DHFR are based only
on hydrophobicity, dipolar inter-
actions and molar refraction (re-
viewed in [24]), but the necessity
to quantify electrostatic poten-
tials and their importance in
ligand binding in DHFR has
been pointed out.[25–27] A direct
comparison of ligand-based
QSAR and receptor-based PIPSA
analysis is not easy, because in
the former, the active site of

Figure 3. Stereo illustration of structural modeling problems that may affect PIPSA. Superposition of the crystal
structures, 1u72 (human; blue) and 1rh3 (E. coli ; red), with the 1u72-based (light blue) and 1rh3-based (orange)
modeled structures of Leishmania major DHFR (P07382). The cofactor, NADPH (green), and the inhibitor, metho-
trexate (cyan), from the human DHFR structure, 1u72, are shown colored by atom type. Depending on the tem-
plate used, the arginine side chain of the models points either towards (1rh3-based, superimposing on E. coli
Arg52) or away (1u72-based, superimposing on human Arg65) from the active site because of a three residue-de-
letion in the E. coli template compared to the human template. For the latter model, instead of the arginine,
Phe69 points inwards superimposing on human Asn62. Although the structure of the modeled turn differs, the
conserved proline and isoleucine/valine flanking the arginine have similar positions. Additionally, for the 1u72-
based model, a loop is shown in the upper right corner that was modeled without a corresponding template se-
quence.
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DHFRs from a few species were
analyzed using a series of similar
ligands binding in a similar pose,
and, in the latter, a comparison
of electrostatic potentials cover-
ing a larger region of the protein
is done. Furthermore, the Ki

values of prominent inhibitors
are not available for the DHFRs
of all the species investigated
and often there is a large incon-
sistency in the published data.
Nevertheless, without prior
knowledge, PIPSA can help to
identify residues that are impor-
tant for selectivity between dif-
ferent species. For example,
DHFRs from species that form
the conserved salt bridge to the
nitrogens of DHF by glutamate
(human Glu30) are separated
from those using aspartate (E.
coli Asp27) (Figure 2 and
Figure 4). Furthermore, an inter-
esting clustering can be found

Table 1. Overiew of PIPSA results given with published KM values for NADPH and DHF for DHFRs from various
species.[a]

species phylum clustering KM [mm]

whole
protein

DHF
region

NADPH
region

DHF NADPH lit.

Rattus norvegicus Chordata W1 D3 N1 1.8 2.4 [28]

Mus musculus Chordata W1 D3 N1 0.30 1.36 [29]

Homo sapiens Chordata W1 D3 N1 0.11 2.5 [30]

Bos taurus Chordata W1 D3 N1 2.3 33 [31]

Sus scrofa Chordata W1 D3 N1 0.74 3.22 [29]

Gallus gallus Chordata W1 D3 N1 0.15 1.8 [32]

Thermotoga maritima Thermotogae W1 D1 N1 0.3 4.0 [33]

Salmonella typhimurium Proteobacteria W1 D1 N1 0.4 n. d. [34]

Escherichia coli Proteobacteria W1 D2 N4 0.27 1.05 [35]

Saccharomyces cerevisiae Ascomycota W2 D4 N2 13 45 [36]

Candida albicans Ascomycota W2 D4 N2 2.7 3.6 [5]

Pneumocystis carinii Ascomycota W2 D4 N1 2.3 3.0 [37]

Glycine max Magnoliophyta W2 D4 N1 35 415 [36]

Daucus carota Magnoliophyta W2 D4 N1 3.7 2.2 [38]

Neisseria gonorrhoeae Proteobacteria W2 D1 N1 2.6 10 [39]

Mycobacterium tuberculosis Actinobacteria W2 D3 N1 4.5 4.2 [40]

Heliothis virescens Arthropoda W3 D3 N1 7.5 6.7 [41]

Lactobacillus casei Firmicutes W3 D1 N3 0.36 0.78 [42]

Crithidia fasciculata Euglenozoa W4 D1 N1 1.1 2.7 [43]

Leishmania major Euglenozoa W4 D1 N3 1.3 0.9 [44]

[a] The clustering gives four clusters based on the PIPSA analysis with the human template structure (see Fig-
ures 2 and 4).

Figure 4. Dendrogram derived from PIPSA analysis for the whole DHFR protein based on the human template (left) with the four most distinct clusters
marked separately (W1: bold, W2: standard font, W3: italic-underlined, W4: boxed). KM values taken from the literature for the substrate DHF and the cofactor
NADPH are plotted on a logarithmic scale against each other (right). The data points are marked as in the dendrogram of the left panel, whereas the symbols
refer to the clustering based on PIPSA analysis focused on the DHF region (see Table 1 and middle panel of Figure 2; D1: triangles, D2: squares, D3: circles,
D4: diamonds). For the DHFR from S. typhimurium, no KM value for NADPH could be found.

416 www.chemmedchem.org G 2008 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim ChemMedChem 2008, 3, 413 – 417

MED

www.chemmedchem.org


for Asn64 (human DHFR), which is conserved in chordata and
is located at the entrance of the active site forming hydrogen
bonds, with, for example, MTX. The other members of cluster
W1 show a different loop conformation in the crystal structures
resulting in a replacement of Asn64 by Arg52 (E. coli), enabling
them to also form hydrogen bonds to MTX (Figure 3). Even
with problems of model building, they were grouped together
in cluster W1 and were separated from all fungi DHFRs, where
Asn64 is replaced by Phe and not able to form a hydrogen
bond. This in agreement with kinetic data[5] and probably ex-
plains the strong binding of MTX to human and E. coli DHFRs
as well as the weak binding to C. albicans DHFR.

In summary, we have presented how PIPSA can be used to-
gether with automatic homology modeling to quantify electro-
static similarities and differences between homologous pro-
teins from different species. This can help to detect structural
and functional relationships between the proteins, which are
important to recognize to avoid side effects in drug design
projects.
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